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Résumé du projet de recherche (Langue 1)

Scientific context and subject description: Most of the control or signal processing systems are implemented in digital general-purpose processors, Digital Signal Processors (DSPs), Field Programmable Gate-Array (FPGAs), and so forth. Because these devices cannot compute with infinite precision and approximate real-number parameters with a finite binary representation, the numerical implementation of controllers (filters) leads to deterioration in characteristics and performance. This has two separate origins, corresponding to the quantization of the embedded coefficients and the round-off errors occurring during the computations. The fixed-point implementation of such algorithms and their finite precision performance are related to: a) their algorithmic relationship (it is well known that these finite wordlength effects depend on the structure of the realization. For example, in state-space form, the realization depends on the choice of the basis of the state-vector); b) the implementation scheme (depending on the target, the wordlength, the operators, the order of the computations, the quantization modes, etc. can be used as free parameters). This leads to various multi-objective optimization problems where, for example, the finite precision effects and the computational cost should be minimized.. In this thesis, we will focus on investigating and defining finite precision criteria and implementation criteria (area and/or power consumption, execution time, parallelism of operations according to the target resources, etc.). Based on the experience of the LIP6 on optimal realization filter and nonlinear programming methods, the PhD candidate will work on the implementation formalization and the exploration of the associated decision-space. Appropriate exact methods or heuristics will be proposed and applied to solve this multi-objective optimization problem. The theoretical achievements of this work will be implemented and included in the FWR Toolbox or SOFA tools developed at the LIP6. This work will be a part of the national project "DEFIS" (Design of fixed-point embedded systems) funded by ANR (Agence Nationale de la Recherche), in cooperation with three other academic lab (IRISA (Cairn Project), LIRMM (Dali team) and CEA (LMeASI)) and two industrial partners (Thales (Embedded System Laboratory) and InPital).

Advisors: Laurent-Stephane DIDIER (laurent-stephane.didier@lip6.fr) and Thibault HILAIRE (thibault.hilaire@lip6.fr) both associate professor at the Universite Pierre et Marie Curie (Paris 6)

Practical details: This is a three years PhD studentship funded by ANR. The position is expected to start in October or November 2011. The student will be enrolled in the LIP6 (Laboratory of Computing Sciences of the Universite Pierre et Marie Curie (Paris 6), http://www.lip6.fr) and will be based at campus Jussieu located in Paris (4 place Jussieu, 75005 Paris).

How to apply: Applicants must have a Master degree in Computer Science, Applied Mathematics or other relevant field. Good programming skills are required. Experience with embedded systems, hardware architecture, algorithmic optimization and/or signal processing algorithms is a plus. Applicants should mail a CV and contact information of one reference to thibault.hilaire@lip6.fr and laurent-stephane.didier@lip6.fr.

The main objective is to provide, for a given filter and target, an optimal fixed-point implementation (i.e. fixed-point algorithm and/or final code for the target) satisfying an appropriate trade-off (in a sense to define) of precision and performance versus area, power consumption and/or execution time.